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Abstract – Underwater object detection is an important task for many applications, such as ocean exploration, 

environmental monitoring, underwater surveillance, and autonomous navigation. Nevertheless, due to the underwater 

conditions, challenges like low visibility, light loss, color distortion and noise disturbance make underwater object 

detection a difficult problem. In this work, we present an underwater object detection framework based on YOLOv10 that 

utilizes the latest developments in deep learning to achieve accurate detection in real-time. To improve efficiency for 

detection, the YOLOv10 (You Only Look Once,4 version 10) model is implemented with an enhanced loss function, depth 

aware attention mechanism that suits the characteristics of underwater images, and improved feature extraction. In order 

to access the performance of the proposed approach, we use benchmark underwater datasets and compare YOLOv10 

against previous version of YOLO and other state-of-the-art deep learning model. Performance are reviewed from aspects 

of mean Average Precision (mAP) or top-1 and top-5 mAP intersection over union (IoU), recall, and inference speed. The 

experimental results show that YOLOv10 outperforms other existing models in terms of detection accuracy, robustness 

against underwater distortions, and real-time processing capability. We tackle the issue of limited data by utilizing data 

augmentation and transfer learning to enhance the model's ability to generalize to unseen cases. This framework opens up 

possibilities for many aplications such as marine conservation, navigation for autonomous underwater vehicles (AUVs) 

and exploration.  

 

Index Terms – Underwater object detection, YOLOv10, deep learning, marine exploration, autonomous underwater 

vehicles, computer vision, real-time detection, environmental monitoring. 

1. INTRODUCTION 

Underwater object detection is a critical field in marine exploration, underwater robotics, defense surveillance, and 

environmental protection. The ability to accurately identify and classify objects beneath the water surface is essential 

for applications such as autonomous underwater vehicles (AUVs), underwater archaeology, search-and-rescue 

missions, and marine biodiversity monitoring. However, detecting objects in underwater environments is particularly 

challenging due to poor visibility, dynamic lighting conditions, light scattering, and refraction. Traditional object 

detection techniques, such as classical image processing and feature-based methods, struggle to perform effectively in 

these conditions. 

With the advancement of deep learning and convolutional neural networks (CNNs), object detection models have 

significantly improved in performance and robustness. The YOLO (You Only Look Once) series has gained popularity 

due to its real-time detection capabilities and high accuracy. The latest iteration, YOLOv10, introduces enhanced 

feature extraction, optimized anchor-free mechanisms, and improved spatial attention layers, making it well-suited for 

challenging environments like underwater detection. 
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This paper presents a YOLOv10-based underwater object detection system that overcomes the limitations of traditional 

methods by leveraging deep learning advancements. The main contributions of this work include: 

• Implementation of YOLOv10 for real-time and high-precision underwater object detection. 

• Performance comparison of YOLOv10 with previous YOLO versions and other state-of-the-art models. 

• Optimization techniques to address underwater distortions using enhanced pre-processing and augmentation 

strategies. 

• Integration of attention mechanisms and depth-aware feature extraction to improve detection in low-contrast 

underwater scenes. 

The rest of this paper is structured as follows: Section 2 discusses related work on underwater object detection. 

Section 3 details the proposed YOLOv10-based framework. Section 4 presents experimental results and performance 

evaluation. Section 5 concludes the paper with future research directions. 

2. RELATED WORKS 

Recent advancements in deep learning-based object detection have significantly improved the accuracy and efficiency 

of underwater vision systems. Zhang et al. (2024) introduced a CNN-based feature extraction technique that enhances 

underwater object detection by compensating for low contrast and noise. Their model integrates depth-aware 

convolutional layers to extract robust features from underwater images, showing a 12% improvement in mean Average 

Precision (mAP) compared to traditional CNNs. The YOLO series has gained traction for real-time object detection in 

various domains, including underwater environments. Li et al. (2024) implemented an enhanced YOLOv8 model 

tailored for underwater imagery by integrating adaptive anchor boxes and multi-scale feature fusion. Their study 

demonstrated a 15% reduction in false positives, highlighting the effectiveness of customizing YOLO models for 

underwater tasks. 

One of the biggest challenges in underwater object detection is image degradation caused by light absorption and 

scattering. Wang et al. (2024) proposed a generative adversarial network (GAN)-based approach for real-time 

underwater image enhancement. Their framework, U-GAN++, uses a cycle-consistent loss function to restore color 

balance and improve object visibility, leading to a 9% increase in detection accuracy when integrated with object 

detection models. Transformers have shown superior performance in image analysis due to their self-attention 

mechanisms. Chen et al. (2024) developed an Underwater Vision Transformer (UVT) that captures global and local 

dependencies in underwater images. Their approach outperformed conventional CNN-based detectors, achieving a 

higher recall rate and better robustness to image distortions. However, their model required significantly more 

computational resources, making it less suitable for real-time AUV applications. 

Integrating multiple sensor inputs can improve underwater object detection. Huang et al. (2024) designed a multi-

modal deep learning framework that fuses RGB, sonar, and LiDAR data for more accurate object recognition. Their 

fusion strategy, based on Graph Neural Networks (GNNs), led to a 20% accuracy boost compared to single-modality 

approaches. One major limitation in underwater object detection is the lack of labeled datasets. Liu et al. (2024) 

explored a few-shot learning approach using meta-learning techniques to train models with limited labeled data. Their 

proposed method, Underwater ProtoNet, achieved competitive performance with minimal training samples, making it 

useful for real-world applications where labeled underwater datasets are scarce. 

Deploying underwater object detection models on autonomous underwater vehicles (AUVs) requires lightweight and 

efficient models. Kim et al. (2024) proposed an edge AI-optimized YOLO variant that runs on low-power embedded 

processors. Their model, EdgeYOLO-UW, reduced inference time by 35% while maintaining high detection accuracy, 
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proving its feasibility for real-time AUV operations. Self-supervised learning has gained attention for its ability to learn 

representations from unlabeled data. Singh et al. (2024) introduced a contrastive learning framework that pre-trains 

models using unlabeled underwater images and then fine-tunes them for object detection tasks. This approach 

significantly improved detection performance in low-data scenarios, reducing the reliance on manually labeled 

datasets. 

Underwater object detection models are vulnerable to adversarial perturbations, which can degrade performance. Gupta 

et al. (2024) developed an adversarially robust YOLO model by incorporating defensive distillation and feature 

smoothing techniques. Their model exhibited better resilience against adversarial attacks, ensuring stable performance 

in real-world deployments. To establish a standardized evaluation framework, Torres et al. (2024) introduced UW-

Bench, a comprehensive benchmark for underwater object detection. Their study compared YOLO, Faster R-CNN, 

RetinaNet, and Transformer-based models across multiple datasets, providing insights into trade-offs between speed, 

accuracy, and robustness. The benchmarking results confirmed that YOLO-based models offer the best balance 

between real-time performance and detection accuracy for underwater applications. 

3. PROPOSED METHODOLOGY 

The proposed methodology leverages the YOLOv10 algorithm for real-time underwater object detection, integrating 

advanced feature extraction, noise reduction, and depth-adaptive learning to enhance detection accuracy as shown in 

Fig 1.  

 

Figure 1: Overall Architecture of Proposed Model 

Initially, raw underwater images undergo preprocessing, where color correction, dehazing, and contrast enhancement 

techniques are applied to counteract distortions caused by water turbidity and poor lighting conditions. Following this, 

a customized YOLOv10 architecture is employed, incorporating adaptive anchor boxes and multi-scale feature fusion 

to efficiently detect marine objects with varying shapes and sizes. The backbone of YOLOv10 is optimized with depth-

aware convolutional layers, improving feature representation in complex underwater environments. Additionally, a 

hybrid loss function combining IoU-based localization loss and Focal loss is used to handle occlusions and small object 

detection challenges. The system also integrates a self-supervised learning mechanism that refines detection models 

using unlabeled underwater data, ensuring robustness against adversarial distortions. To improve real-time processing, 

the model is deployed on edge computing devices, allowing faster inference with minimal latency for autonomous 
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underwater vehicles (AUVs) and robotic applications. Finally, an adaptive confidence thresholding technique is 

introduced to reduce false positives, ensuring high precision in identifying underwater objects. 

Step 1: Underwater Image Acquisition 

The first step in the proposed framework involves collecting raw underwater images and videos using specialized 

imaging equipment such as underwater cameras, remotely operated vehicles (ROVs), and autonomous underwater 

vehicles (AUVs). These images are captured under diverse environmental conditions, including low visibility, poor 

lighting, and color distortion caused by underwater scattering. The dataset used for training and real-time inference 

consists of images representing various marine objects such as fish, corals, debris, and underwater structures. The 

acquired data is stored and labeled to create a ground-truth dataset for model training. 

Step 2: Image Preprocessing 

Since underwater images suffer from haze, color distortion, and noise, preprocessing techniques are applied to improve 

image quality before feeding them into the YOLOv10 model. Dehazing techniques such as Dark Channel Prior (DCP) 

or Retinex-based enhancement are used to remove underwater fog and improve visibility. White balance correction is 

performed to counteract the blue-green color shift caused by light absorption in water. To reduce noise, Gaussian 

Filtering or Wavelet Transform is applied. After enhancement, images are normalized and resized to a fixed resolution 

(640 × 640 pixels) to match YOLOv10 input requirements, ensuring consistent processing across different data sources. 

Step 3: Feature Extraction using YOLOv10 

Feature extraction is performed using the backbone, neck, and detection head of YOLOv10. The modified backbone 

(EfficientNet or PP-Lite) extracts deep features from input images, focusing on key spatial and contextual information. 

The neck module (PANet/FPN) enhances feature fusion, ensuring that small and large underwater objects are 

accurately detected. Finally, the detection head, which employs an anchor-free prediction strategy, generates object 

bounding boxes, confidence scores, and class probabilities. This step is crucial as it enables the model to learn complex 

representations of underwater objects, making detection more precise even in low-contrast and occluded regions. 

Step 4: Object Detection & Classification 

Once feature extraction is complete, the YOLOv10 model predicts bounding boxes that define the (x, y) coordinates, 

width (w), and height (h) of detected objects. Additionally, the model assigns confidence scores that indicate the 

likelihood of an object belonging to a specific class. Objects such as marine species, underwater debris, corals, and 

submerged structures are classified using activation functions like Softmax or Sigmoid, ensuring accurate 

categorization. The YOLOv10 model's advanced architecture allows it to detect objects in real-time, making it suitable 

for applications such as marine ecosystem monitoring, underwater surveillance, and environmental research. 

Step 5: Post-Processing & Confidence Filtering 

To refine detection results, post-processing techniques are applied to eliminate false positives and redundant detections. 

Non-Maximum Suppression (NMS) is used to suppress overlapping bounding boxes, ensuring only the most relevant 

detections are retained. Additionally, confidence thresholding is implemented to filter out low-confidence predictions, 

typically removing detections with a confidence score 
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4. RESULTS AND DISCUSSIONS 

This section presents the performance evaluation of the proposed YOLOv10-based underwater object detection model. 

The model's effectiveness is assessed based on key performance metrics such as Precision, Recall, F1-score, mAP 

(mean Average Precision), and Inference Time. The performance of the proposed approach is compared with existing 

deep learning models such as YOLOv8, Faster R-CNN, and SSD (Single Shot MultiBox Detector). 

The proposed YOLOv10 model demonstrates superior detection accuracy and efficiency in underwater environments, 

even under challenging conditions such as low visibility, image distortions, and occlusions. The model's optimized 

EfficientNet-based backbone and PANet-based feature fusion mechanism enhance feature extraction, ensuring the 

accurate classification of marine objects. Additionally, anchor-free prediction in YOLOv10 helps in better localization 

of objects with irregular shapes, such as fish, corals, and debris. Table 1 presents the quantitative comparison of the 

proposed YOLOv10 model against other state-of-the-art models. 

Table 1: Performance Comparison of Underwater Object Detection Models 

Model Accuracy (%) Recall (%) F1-Score (%) mAP@50 (%) Inference Time (ms) 

Faster R-CNN 85.4 82.1 83.7 85.1 102 

SSD 80.2 79.5 79.8 81.4 45 

YOLOv8 89.6 87.3 88.4 90.2 18 

Proposed YOLOv10 92.1 90.7 91.4 94.3 12 

Detection Accuracy: The proposed YOLOv10 model outperforms existing methods in terms of Accuracy (92.1%) and 

recall (90.7%), leading to an improved F1-score (91.4%). This enhancement is attributed to EfficientNet’s feature 

extraction capabilities and PANet’s multi-scale feature fusion, which significantly improve detection accuracy as 

shown in Fig 2. 

 

Figure 2: Accuracy Comparison 



Advancements in Computer Science: Bridging AI, Networking and Emerging 

Technologies                                         https://aarambhquill.in/book-chapters/   

  

  

 

 
ISBN: 978-81-984820-1-3                                           ©Aarambh Quill Publications   6 

    

Mean Average Precision (mAP): The mAP@50 of 94.3% achieved by YOLOv10 surpasses Faster R-CNN (85.1%) 

and SSD (81.4%). This indicates the model’s superior ability to detect and localize underwater objects across different 

scales and orientations as shown in Fig 3. 

 

Figure 3: mAP Comparison 

Inference Time: The proposed model achieves a significant reduction in inference time (12 ms) compared to Faster R-

CNN (102 ms) and SSD (45 ms), making it highly suitable for real-time underwater object detection in autonomous 

systems like AUVs and ROVs as shown in Fig 4. 

 

Figure 4: Comparison of Inference Time 
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5. CONCLUSION 

This study presents a YOLOv10-based underwater object detection model, designed to address the challenges of low 

visibility, image distortions, and real-time processing constraints in marine environments. By integrating EfficientNet 

for enhanced feature extraction, PANet for multi-scale feature fusion, and an anchor-free prediction mechanism, the 

proposed approach significantly improves precision (92.1%), recall (90.7%), and mAP@50 (94.3%), outperforming 

existing deep learning models like Faster R-CNN, SSD, and YOLOv8. Furthermore, the model achieves an inference 

time of just 12ms, making it highly suitable for real-time applications such as autonomous underwater vehicles (AUVs), 

marine biodiversity monitoring, and environmental surveillance. The experimental results confirm the model’s 

robustness in detecting underwater objects under varying conditions, demonstrating its potential for large-scale 

deployment in marine research and conservation efforts. Future work will focus on further optimizing the model for 

edge computing platforms and extending its capabilities to support multi-object tracking and real-time anomaly 

detection in underwater ecosystems. 
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